
Math 201: Introduction to Probability

Midterm 2

April 4, 2019

NAME (please print legibly):

Your University ID Number:

Instructions:

1. Indicate your instructor with a check in the appropriate box:

Krishnan MW 14:00

Tucker MW 10:25

2. Read the notes below:

• The presence of any electronic or calculating device at this exam is

strictly forbidden, including (but not limited to) calculators, cell phones,

and iPods.

• Notes of any kind are strictly forbidden.

• Show work and justify all answers. You may not receive full credit for

a correct answer if insufficient work is shown or insufficient justification

is given.

• You do not need to simplify complicated numerical expressions such as(
100
30

)
and 50! to a number.

• You are responsible for checking that this exam has all 16 pages.

3. Read the following Academic Honesty Statement and sign:

I affirm that I will not give or receive any unauthorized help on this exam, and that

all work will be my own.

Signature:
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Formulae

If X ∼ Binomial(n, p), then

P (X = k) =

(
n

k

)
pk(1− p)n−k k = 0, . . . , n

We also have E[X] = np,Var(X) = np(1− p).

If X ∼ Geometric(p), then

P (X = k) = (1− p)k−1p k = 1, 2, . . .

The expectation of a Geometric is E[X] = 1
p

The cdf of a random variable X is defined by

F (t) = P (X ≤ t)

If X is continuous and has pdf f(x),

F (t) =

∫ t

−∞
f(x)dx.
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QUESTION VALUE SCORE

1 5

2 5

3 10

4 10

5 10

6 10

7 15

8 10

9 10

10 15

TOTAL 100
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1. (5 points) Suppose a fair die is rolled 7 times. What is the mean value of the sum of

the 7 rolls?

Solution: The expected value of one roll is 3.5. Let Xi represent the value of roll i. We

must have E[Xi] = 3.5 for i = 1, . . . , 7. Let S = X1 + · · ·+X7 be the sum of the seven rolls.

By linearity of expectation,

E[S] = 7 · 3.5
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2. (5 points) Let X be a geometric random variable with parameter p (i.e. X ∼ Geom(p)).

If the average (mean) amount of time it takes to see the first success is 8, find the value of

the parameter p.

Solution: The expectation of a geometric is E[X] = 1/p. This gives p = 1/8.
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3. (10 points) Suppose Z ∼ N(µ, σ2) (that is, Z has the normal distribution with mean

µ and variance σ2), where µ and σ are unknown parameters.

(a) What is the probability that Z ≥ µ+ 2σ, correct to 4 decimal places?

Solution: P (Z ≥ µ + 2σ) = P ((Z − µ)/σ > 2). (Z − µ)/σ is a standard normal, and

so we have

P ((Z − µ)/σ > 2) = 1− Φ(2) = 0.0228

(b) What is the variance of 3Z + 3? You may express this in terms of µ and σ.

Solution:

Var(3Z + 3) = 32 Var(Z) = 9σ2.
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4. (10 points)

Suppose that we have a random variable X such that the probability density function f for

X is given by

f(x) =


0 if x < −1

1/4 if −1 ≤ x < 0

3/4 if 0 ≤ x ≤ 1

0 if x > 1

Find the cumulative distribution function (cdf) function for X.

Solution: Let F denote the cdf of X. Clearly F (t) is 0 when t < −1. When t is between −1

and 0, we have F (t) =
∫ t

−1
dx
4

= t+1
4

. When t is 0 and 1, we have F (t) = 1/4+
∫ 1

0
3 dx
4

= 1
4
+ 3t

4
.

When t > 1, we have F (t) = 1, so to summarize we hae

F (x) =


0 x < −1

1
4
(x+ 1) −1 ≤ x < 0

1
4

+ 3x
4

0 ≤ x < 1

1 1 ≤ x



Midterm 2, Math 201 April 4, 2019 Page 8 of 16

5. (10 points)

Suppose that you are offered two games of chance. Game #1 is a game where a fair coin

is flipped twice, and you lose 10 dollars if the number of tails that appear is zero , while

you gain 3 dollars if the number of tails that appears is one or two. Let X be the random

amount you get paid in Game #1. Game #2 is a game where you are paid Y , where Y is a

random variable with probability density function

f(x) =


0 if x < 0

2x/9 if 0 ≤ x ≤ 3

0 if x > 3

You are only interested in a big pay off. Which game (#1 or #2) should you choose if you

want to maximize your chance of winning at least two dollars? (Note: you may assume that

any decimal amount of dollars is possible.)

Solution: In Game #1, you have a 3/4 chance of winning two or more dollars. In Game

#2, we get a ∫ 3

2

f(x) dx =

∫ 3

2

2x/9 dx =
32

9
− 22

9
= 5/9

chance of winning at least two dollars. Since 5/9 < 3/4, he should choose Game #1 to

maximize his chance of winning at least two dollars.
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6. (10 points)

Two numbers, X1 and X2, are chosen with replacement from the set {1, 2, 3}. We let

Y = |X1 −X2|.

Find the probability mass function for Y .

Solution.

The number of ways of choosing X1 and X2 is 3 · 3 = 9. There are four ways that |X1−X2|
can be 1 ((1, 2), (2, 1), (2, 3), (3, 2)), three ways it can be zero (the obvious ones), and two

ways it can be 2 ((1, 3), and (3, 1)).

So the probablity mass function for |X1 −X2| is given by

P (|X1 −X2| = i) =


0 i 6= 0, 1, 2

3/9 i = 0

4/9 i = 1

2/9 i = 2
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7. (15 points) Let

F (t) =


0 t < 0

1
3

0 ≤ t < 1

5
6

1 ≤ t < 3

1 3 ≤ t

be the cdf of a random variable X.

(a) Is X continuous or discrete? If X is discrete, find the pmf (mass function); if it is

continuous, find its pdf (density function).

Solution: X is discrete, so the pmf is

P (X = 0) =
1

3

P (X = 1) =
5

6
− 1

3
=

1

2

P (X = 3) = 1− 5

6
=

1

6
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(b) As above, we have

F (t) =


0 t < 0

1
3

0 ≤ t < 1

5
6

1 ≤ t < 3

1 3 ≤ t

Find E[X4e−X ]. Hint: You do not need to evaluate this sum explicitly, just

write the correct expression down

Solution: We use the formula

E[g(X)] =
∑

i∈ran(X)

g(i)P (X = i).

Here ran(X) = {0, 1, 3}. Then

E[X4e−X ] = 0
1

3
+ 14e−1

1

2
+ 34e−3

1

6
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8. (10 points) Sara finds that each of her math homework assignments are taking a

random amount of time. She discovers that the probability that it takes her time t or more

is equal to 1/(t + 1)2 for t > 0. What is average (mean) amount of time it takes for her to

finish her homework assignment? Hint: You can find the pdf from the information given in

the problem, or you can use a formula for expectation that we derived in class.

Solution.

Her cumulative distribution function if F (t) = 1 − 1
(t+1)2

, so her pdf f(t) = F ′(t) = 2
(t+1)3

.

Thus the expectation is ∫ ∞
0

t · 2

(t+ 1)3
dt.

Writing t as (t+ 1)− 1, we obtain

2

∫ ∞
0

1

(t+ 1)2
− 1

(t+ 1)3
dt = 2(1− 1/2) = 1.

Some of you may have seen (in office hours, study hall, or class) a formula similar to the

one in Homework 8, number 2, which says that the expectation of a nonnegative random

variable X is given by
∫∞
−∞ P (X ≥ t) dt, which in this case gives∫ ∞

0

1

(t+ 1)2
dt = 1.

(Note almost no one used this formula but it is correct.)
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9. (10 points) A random sample of 1000 Americans are polled about their voting pref-

erences. They vote either Democrat or Republican. Democrats make up 49% of the total

number of voters. Since the sample of 1000 is taken from a very large pool of voters, you may

assume that the sampling is done with replacement. Approximate the probability correct to

two decimal places that at least 500 people in the sample of 1000 people will say they vote

Democrat. Hint: Use the approximation
√

1000 · 0.49 · 0.51 ≈ 16.

Solution: Let X ∼ Binomial(1000, 0.49) represent the number of Democrats in a sample of

1000 voters. This has mean and standard deviation:

E[X] = 1000 · 0.49 = 490
√

Var(X) =
√

1000 · 0.49 · 0.51 ≈ 16

We have to approximate the probability that

P (X > 500) = P (
X − 490

16
>

500− 490

16
)

≈ P (Z >
5

8
)

= 1− Φ(0.625) = 0.2660

If you got 0.26 or 0.27 you got points for this problem. If you used the exact value of√
1000 · 0.49 · 0.51, you would have gotten 0.2635 instead.
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10. (15 points)

Consider the square in the plane consisting of all (x, y) such 0 ≤ x ≤ 2 and 0 ≤ y ≤ 2, and

let Q = (x, y) be a point chosen uniformly at random inside the square. Let X = max(x, y).

(a) 8 pts Find the cumulative distribution function (cdf) for X. Hint: Start with the

definition for the cdf of X and draw a picture.

Solution.

The set of points in the square 0 ≤ x ≤ 2, 0 ≤ y ≤ 2 such that max(x, y) < t (for

0 ≤ t ≤ 2) forms a square with side length 2 and thus a set having area t2. Hence the

cumulative distribution function F (x) is given by

F (t) =


0 t < 0

t2/4 0 ≤ t ≤ 2

1 t > 2

(where the division by 4 is because the area of the entire square 0 ≤ x ≤ 2, 0 ≤ y ≤ 2 is

4).

Some of you were also quite clever about this, and noticed that since Q was uniformly

distributed in a square, the x and y coordinates of Q were independently distributed as

Uniform[0, 2] random variables. Then, if Q = (A,B), then

P (max(x, y) ≤ t) = P (A ≤ t, B ≤ t)

= P (A ≤ t)P (B ≤ t)

=
t

2

t

2

when 0 ≤ t ≤ 2.
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(b) 7 pts Find E[X].

Solution.

Differentiating F from (a) we find that the p.d.f. is f(t) = t/2 for t between 0 and 2

and 0 otherwise, so the expectation is∫ 2

0

t · t/2 dt =

∫ 2

0

t2/2 dt =
23

6
=

4

3
.

If you realized that you had to use the cdf from part a to find the pdf, then you got 3

points. If you correctly computed an expectation using the pdf, then you got 4 more

points. Even if you used an incorrectly computed cdf from part (a), you got points here.

Here is another clever solution due to Zachary Polansky. Take the interval [0, 2], and drop

pointsA andB on it. There are going to be three intervals [0,min(A,B)], [min(A,B),max(A,B)]

and [max(A,B), 2]. Since

|[0,min(A,B)]|+ |[min(A,B),max(A,B)]|+ |[max(A,B), 2]|
= min(A,B)− 0 + max(A,B)−min(A,B) + 2−max(A,B)

= 2

By “uniformity” (one would have to prove this),

E[|[0,min(A,B)]|+ |[min(A,B),max(A,B)]|+ |[max(A,B), 2]|] = 2

E[2−max(A,B)] = E[max(A,B)−min(A,B)] = E[min(A,B)− 0] =
2

3

Therefore,

E[min(A,B)− 0 + max(A,B)−min(A,B)] =
2

3
+

2

3
=

4

3

⇒ E[max(A,B)] =
4

3






